Ethical Considerations in Network Security and
Network Measurement Research

Exploration and Confusion from a PH.D. Student

Yiming Zhang
NISL@Tsinghua University
2021.06.06



Experience Must Be Bought
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Considering the challenges we all face at this time, the TPC chairs have decided to extend the paper
registration and submission deadline by one week. Please note the changed dates. Beyond this, if you are
an author who has been directly affected by the disease, please do not hesitate to contact the chairs
directly at

2020.08.12 Notification Date

Paper registration (with abstract) Tuesday May-1g2626 May 26, 2020 at 11.59PM PDT (UTC-7)

Paper submission Tuesday May26:2626 June 2, 2020 at 11.59PM PDT (UTC-7) . .
Unexpectedly, instread of reviews,
Early reject notification FridayJuly-16,26206 Monday July 20, 2020 . .
| received such an email...
Notification Wednesday August 12, 2020
Camera-ready due Wednesday September 23, 2020

Conference October 27 - 29, 2020




Experience Must Be Bought

Dear authors, D€teCtioN and measurement of a new type of fraudulent cybercrime

Your IMC submission ‘was flagged by the
IMC reviewers as requiring further consideration due to legal or ethical concerns.

An Ethics committee reviewed the work and concluded that your paper fails to meet the required ethical standard for
human subject research for the following reasons:

1) Details of what users agree to when turning on were not clear.
2) The paper says nothing about an IRB procedure for the researchers.
3) There is no description of how the data was handled by the researchers.
4) The reports on specific aspects of Pll in the paper
, which significantly raises the bar in terms of user consent.

Given that none of these issues are addressed in the paper as required by the CFP, your paper has been rejected on
ethical grounds.



Superficial Knowledge of Ethical Standards

What | know What | don’t know
» EXistence of ethical standards * Origin and evolution of specific claims
» Several typical requirements « Systematic ethical considerations

* Need to write something In paper « How to organize a well writing



Survey: Ethics In Network Security/Measurement

* Requirement of ethical standards in CFP of major security conferences
e S&P, NDSS, CCS, USENIX, IMC

*Recognized papers/reports devoted to ethical issues
*General standards of information technology
*Network measurement
*Censorship (measurement)

Data sharing

*How ethical issues are indicated in published studies In recent years
Learn how to design experiment and write ethical consideration sections



Timeline: Ethics Requirement Changes in CFP
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Ethical Standards in IMC

2009 CFP

Ethical standards for measurement must be considered by all IMC authors. In particular, authors must be aware ot
and conform to acceptable use policies for individual domains that are probed or monitored, data privacy and
anonymity for all personally identifiable information, and etiquette for using shared measurement data (see Allman
and Paxson, IMC '07). If applicable, authors are also urged to notity parties of security flaws in their products or

services 1n advance of publication. Adherence to ethical standards for measurement will be a criteria for all
submissions and violations will be grounds for rejection.

Key Points

* Must consider ethical standards for measurement

* Use policies, data privacy and anonymity, shared data, security flaw notifications

 Violations of ethical standards could be grounds for rejection



Ethical Standards in IMC

2021 CFP

Research involving experiments with human subjects or user data (e.g., network traffic, passwords, social
network information) should adhere to community norms. Any work that raises potential ethics
considerations should indicate this on the submission form. The basic principles of ethical research are
outlined in the Belmont Report: (1) respect for persons (which may involve obtaining consent); (2)
beneficence (a careful consideration of risks and benefits); and (3) justice (ensuring that parts of the
population that bear the risks of the research also are poised to obtain some benefit from it).

Research involving human subjects must be approved by the researchers’ respective Institutional Review
Boards before the research takes place. Authors should indicate on the submission form whether the worl
iInvolves human subjects, and, if so, if an IRB protocol has been approved for the research. We also expect
that any research follows the practices and procedures of the institution(s) where the work is being carriec
out; for example, some universities require separate approval for the use of campus data. We expect
researchers to abide by these protocols.

Some research does not involve human subjects yet nonetheless raises questions of ethics, which may be
wide-ranging and not necessarily limited to direct effects. We encourage authors to be mindful of the
ethics of the research that they undertake; these considerations are often not clear-cut, but often warrant
thoughtful consideration. The program committee may raise concerns around the ethics of the work, and
so we ask authors to outline these considerations explicitly in a separate appendix section (clearly marked
with an appendix section heading "Ethics”), and when appropriate for context, in the body of the paper. The
submission form will include a way to alert reviewers of this additional material.

Additionally, the program committee reserves the right to conduct additional evaluations and reviews of
research ethics and reserves the right to independent judgment concerning the ethics of the conducted
research.

Contact the program committee co-chairs at f you have any questions.

Key Points

Basic Principle: Belmont Report

Human Subjects

Must approved by IRB

Other Ethical Issues
Outline In body/appendix

Clearly marked with “Ethics”



Ethical Standards 1n USENIX
2013 CFP

New in 2013: Papers that describe experiments on human subjects,
or that analyze non-public data derived from human subjects (even
: anonymized data), should disclose whether an ethics review (e.qg., IRB
Key PO| Nts approval) was cnnduct;d and discuss steps taken to ensure that partici-
pants were treated ethically.

IRB approval 2021 CFP

Human Subjects and Ethical Considerations

Ste pS taken tom |t|gate eth|Ca| ISSUES Submissions that describe experiments on human subjects, that analyze
data derived from human subjects (even anonymized data), or that other-
Steps taken to deal with vulnerabilities wise may put humans at risk should:
1. Disclose whether the research received an approval or waiver from
Ste pS taken tO dea| W|th SenSitive data each of the authors’ institutional ethics review boards (e.g., an IRB).

2. Discuss steps taken to ensure that participants and others who
might have been affected by an experiment were treated ethically

Reject If insufficient and with respect.

If the submission deals with vulnerabilities (e.g., software vulnerabilities
in a given program or design weaknesses in a hardware system), the au-
thors need to discuss in detail the steps they have already taken or plan

to take to address these vulnerabilities (e.g., by disclosing vulnerabilities
to the vendors). The same applies if the submission deals with personally

identifiable information (PIl) or other kinds of sensitive data. If a paper
raises significant ethical and legal concerns, it might be rejected based
on these concerns.



Ethical Standards In NDSS

2016 CFP

If a paper relates to human subjects, analyzes data derived from human subjects, may put humans at risk or

might have other ethical or legal implications, authors should disclose if an ethics review (e.g., IRB approval) was Key POintS
conducted, and discuss in the paper how ethical and legal concerns were addressed. If the paper reports a \

potentially high-impact vulnerability the authors should discuss their plan for responsible disclosure. The chairs
will contact the authors in case of major concerns. The Program Committee reserves the right to reject a
submission if insufficient evidence was presented that ethical and legal concerns were appropriately addressed. IRB apprOVal

2021 CFP Ethical and legal concerns

If a paper relates to human subjects, analyzes data derived from human subjects, may put humans at risk, or Respon3|b|e dlSCIOsure
might have other ethical implications or introduce legal issues of potential concern to the NDSS community, _ - o
authors should disclose if an ethics review (e.g., IRB approval) was conducted, and discuss in the paper how RejeCt If Insufficient

ethical and legal concerns were addressed. If the paper reports a potentially high-impact vulnerability the authors
should discuss their plan for responsible disclosure. The chairs will contact the authors in case of major
concerns. The Program Committee reserves the right to reject a submission if insufficient evidence was

presented that ethical or relevant legal concerns were appropriately addressed.



Ethical Standards in CCS

2017 CFP

Submissions will be evaluated based on their scientific merit, novelty, importance, presentation quality, and relevance
to computer and communications security and privacy. If a paper includes work that raises ethical concerns it is up to
the authors to convince the reviewers that appropriate practices were followed to minimize possible harm and that
any harm caused by the work is greatly outweighed by its benefits. The review process will be carried out in two
phases and authors will have an opportunity to provide a length-limited response to the first-phase reviews.

2021 CFP

All submitted papers will be evaluated based on their merits, particularly their importance to practical aspects of
computer and communications security and privacy, novelty, quality of execution, and presentation. For papers
that might raise ethical concerns, authors are expected to convince reviewers that proper procedures (such as

IRB approval or responsible disclosure) have been followed, and due diligence has been made to minimize
potential harm.

Key Points  EXxpected to provide ethics discussions (IRB, considerations)




Ethical Standards in S&P

Human Subjects and Ethical Considerations  Start from 2017
Drawn from the USENIX Security 2016 CFP

Submissions that describe experiments on human subjects, that analyze data derived from human subjects (even anonymized data), or that otherwise
may put humans at risk should:

1. Disclose whether the research received an approval or waiver from each of the authors' institutional ethics review boards (IRB) if applicable.
2. Discuss steps taken to ensure that participants and others who might have been affected by an experiment were treated ethically and with

respect.

If the submission deals with vulnerabilities (e.g., software vulnerabilities in a given program or design weaknesses in a hardware system), the authors
need to discuss in detail the steps they have taken or plan to take to address these vulnerabilities (e.g., by disclosing vulnerabilities to the vendors).
The same applies if the submission deals with personal identifiable information (Pll) or other kinds of sensitive data. If a paper raises significant ethical
and legal concerns, it might be rejected based on these concerns.

Authors seeking ways to reduce the ethical risks of their experiments may optionally consider reaching out to the Ethics Feedback Panel for
Networking and Security. The panel's mission is to help researchers identify ethics-related risks, find prior research that provides precedent or data to
inform ethical decision making, to suggest ways to improve experimental designs to reduce ethical risks, and provide any other information that may
assist the researchers in meeting their ethical obligations. The best time to reach out to this panel is before conducting your experiments, but they
may be able to assist if concerns arise during an experiment. Contact the program co-chairs if you have any questions.



Ethical Standards in S&P

Financial and Non-financial competing interests ((=7)

In the interests of transparency and to help readers form their own judgements of potential bias, the IEEE Symposium on Security & Privacy requires authors and PC members to
declare any competing financial and/or non-financial interests in relation to the work described. Authors need to include a disclosure of relevant financial interests in the camera-ready
versions of their papers. This includes not just the standard funding lines, but should also include disclosures of any financial interest related to the research described. For example,
"Author X is on the Technical Advisory Board of the ByteCoin Foundation," or "Professor Y is the CTO of DoubleDefense, which specializes in malware analysis.” More information
regarding this policy is available here.

Ethical Considerations for Vulnerability Disclosure

Where research identifies a vulnerability (e.g., software vulnerabilities in a given program, design weaknesses in a hardware system, or any other kind of vulnerability in deployed
systems), we expect that researchers act in a way that avoids gratuitous harm to affected users and, where possible, affirmatively protects those users. In nearly every case,
disclosing the vulnerability to vendors of affected systems, and other stakeholders, will help protect users. It is the committee’s sense that a disclosure window of 45 days
https://vuls.cert.org/confluence/display/Wiki/Vulnerability+Disclosure+Policy to 90 days https://googleprojectzero.blogspot.com/p/vulnerability-disclosure-fag.html ahead of
publication is consistent with authors’ ethical obligations.

The version of the paper submitted for review must discuss in detail the steps the authors have taken or plan to take to address these vulnerabilities; but, consistent with the timelines
above, the authors do not have to disclose vulnerabilities ahead of submission. If a paper raises significant ethical and/or legal concerns, it might be rejected based on these
concerns. The PC chairs will be happy to consult with authors about how this policy applies to their submissions.

Ethical Considerations for Human Subjects Research

Submissions that describe experiments on human subjects, that analyze data derived from human subjects (even anonymized data), or that otherwise may put humans at risk should:

1. Disclose whether the research received an approval or waiver from each of the authors' institutional ethics review boards (IRB) if applicable.
2. Discuss steps taken to ensure that participants and others who might have been affected by an experiment were treated ethically and with respect.

If a submission deals with any kind of personal identifiable information (PIl) or other kinds of sensitive data, the version of the paper submitted for review must discuss in detail the

steps the authors have taken to mitigate harms to the persons identified. If a paper raises significant ethical and/or legal concerns, it might be rejected based on these concerns. The
PC chairs will be happy to consult with authors about how this policy applies to their submissions.



Ethical Standards in S&P

What’s updated  Detailed requirements for vulnerability disclosure

A disclosure window of 45 days to 90 days ahead of publication
Review version must discuss In detalils the steps authors taken to address the vulnerabllities

Do not have to disclose vulnerabilities ahead of submission

To protect the objectivity, integrity and value of a publication, help readers form their own
judgement of potential bias.

. funding, employment, personal financial interests, and etc. No threshold.

. unpaid membership of government or non-governmental organizations,
acting as an expert witness, and etc.

e.g. Professor Y Is the CTO of DoubleDefense, which specializes in malware analysis.
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Recognized Papers/Reports Devoted to Ethics

Topic Paper/Report

[1979] The Belmont Report
[1989] RFC 1087

ACM Code of Ethics and Professional Conduct

General 2012] The Menlo Report: Ethical Principles Guiding Information and Communication Technology Research
2013] Applying Ethical Principles to Information and Communication Technology Research: A Companion to the Menlo Report
2013 Microsoft Tech.Rep] Common pitfalls in writing about security and privacy human subjects experiments and how to avoid them
I\gg?asgﬁg?ﬁg [IMC' 07] Issues and Etiquette Concerning Use of Shared Measurement Data
Network [1991] RFC 1262

Measurement | [NS Ethics@SIGCOMM' 15] Addressing Ethical Consideration in Network Measurement Paper

INS Ethics@SIGCOMM' 15] Forgive us our SYNs: Technical and Ethical Considerations for Measuring Internet Filtering
Censorship

NS Ethics@SIGCOMM' 15] Ethical Concerns for Censorship Measurement
Measurement

2015] No Encore for Encore? Ethical questions for web-based censorship measurement




The Belmont Report

Issued on 1978.09.30

t BELMONT REPORT

Ethical Principles and Guidelines for the Protection of Human Subjects of Research Summarlzed ethlcal pr|nC|p|es and
guidelines for research involving human
The Belmont Report beings
Office of the Secretary
Ethical Principles and Guidelines for the Protection of .. _
Human Subjects of Research Three core prlnC|pIes.

The National Commission for the Protection of
Human Subjects of Biomedical and Behavioral
Research

* Respect for persons

« Beneficence

: PRINTABLE
April 18, 1979 PDF VERSION

o Justice

AGENCY: Department of Health, Education, and Welfare.

ACTION: Notice of Report for Public Comment.



The Menlo Report

Ethical Principles Guiding Information and

Communication Technology Research

August 2012

The Menlo Report

Principle

Application

Respect for Persons

Participation as a research subject is voluntary, and follows from informed consent;

Treat individuals as autonomous agents and respect their right to determine their
own best interests; Respect individuals who are not targets of research yet are
impacted, Individuals with diminished autonomy, who are incapable of deciding
for themselves, are entitled to protection.

Beneficence Do not harm; Maximize probable benefits and minimize probable harms;
Systematically assess both risk of harm and benefit.

Justice Each person deserves equal consideration in how to be treated, and the benefits
of research should be fairly distributed according to individual need, effort,
societal contribution, and merit; Selection of subjects should be fair, and burdens
should be allocated equitably across impacted subjects.

Respect for Law Engage in legal due diligence; Be transparent in methods and results;

and Public Interest Be accountable for actions.

Proposed Guidelines for ethical assessment of ICT Research

Homeland
Security

Science and Technology

Michael Bailey, University of Michigan

Aaron Burstein, University of California Berkeley
KC Claffy, CAIDA, University of California San Diego
Shari Clayman, DHS Science & Technology

David Dittrich, Co-Lead Author,

University of Washington

John Heidemann,

University of Southern California, IS

Erin Kenneally, CAIDA,

University of California San Diego, Co-Lead Author
Douglas Maughan, DHS Science & Technology
Jenny McNeill, SRI International

Peter Neumann, SRI International

Charlotte Scheper, RTI International

Lee Tien, Electronic Frontier Foundation

Christos Papadopoulos, Colorado State University
Wendy Visscher, RTI International

Jody Westby, Global Cyber Risk, LLC

Authors and Working Group Participants



The Menlo Report

Guideline-1
Respect for person

Guideline-2
Beneficence

* Paticipants must be voluntary

* Informed consent must be provided
 State all the possible negative consequences
* Do not induce users to participate with benefits
* Need to be clear for all the detalls, easy to understand
* Emphasize voluntary participation
* Explain it well after the experiment if it had to deceive the users

Maximize the positive effects, minimize the negative effects

» Take Into account, all the negative effects, as far as possible

* Development of corresponding mitigation

* Need to inform all the affected parties

» Consider the worst case scenario and prepare mitigations accordingly



The Menlo Report

* Every person deserves equal consideration in how to be treated

GU|deI.|ne-3 » Selection of subjects should be fair
Justice
* The benefits and potential harms are the same for all
Guideline-4 +  Obey the law, do not compromise the public interest

Law and Public Interest
* Be open about your methods and results

» Be accountable for your actions

* Application details and case studies could be seen in: 2013 Companion to the Menlo Report.



Dat aS et S h a_r | n g Issues and Etiquette

Concerning Use of Shared Measurement Data
IMC 2007

Motivation: Pose a set of reasonable, high-level Mark Allman Vern Paxson
CS ICSI & LBNL
considerations for sharing and using measurement data. Berkeley, CA, USA Berkeley, CA, USA
mallman@icir.org vern@icir.org
Data release Data use
considerations W considerations W
Risk of information leakage Fully appreciate the difficulty of

releasing data

Full anonymization adapted to multiple scenarios Obey the access policies claimed by providers

Detailed usage guidelines/policies Further anonymization before report results

Interaction with users Use purposed-provided data with caution

Information of auxiliary dataset Be careful of de-anonymization

ol g BN =
OO~ L D =

Guidelines of how to cite/give acknowledgement Notification and acknowledgement



Network Measurement

Addressing Ethical Considerations in Network
Measurement Papers

Background: Network measurement NS Ethics@ SIGCOMM. 2015
community Is Increasingly facing ethics issues Raytha e TG s Mark Allman
craig@aland.bbn.com mallman@icir.org

and finding Iitself poorly prepared.

Motivation: Propose measurement papers include an ethical consideration sections
and give guidelines.

Scope: Ethics issues involving human beings

 Harm is generally spectural, consider the worst case
“Harm” » Regardless whether the harm is direct or indirect

» Potential harm iIs to be discussed, even if not directly caused by the experiment



Addressing Ethical Considerations in Network
Measurement Papers

N etWO r k I\/I eas u rem ent NS Ethics@ SIGCOMM. 2015

Craig Partridge Mark Allman

* Data collection (even passive-collected) e o pnogles mallman@icir.org

* Public datasets collected in an unethical manner, e.g., compromise.

* Non-public dataset collected in some form by researchers (more serious)

* Publish datasets
* Must be anonymized (anonymization != no-risk, e.g., de-anonymization technology )

* Do not require perfect solutions while at least, find mitigations

Basic questions authors should answer

1.
2.

Datasets directly collected by the authors: the ethics consideration & mitigation of data collection

Datasets not directly collected by the authors: if ethics has been discussed, give citation, otherwise
provide ethical considerations both of the data collection and the data usage.

Can the data reveal private or confidential information of individuals? Provide mitigations.
Additional ethical issues specific to the work.



Censorship Measurement

* Ways of censorship measurement Open guestions:
* Network channel measurement: e.g., ping, SYN
* Client-side measurement *What packet rates are acceptable?
* Deploy researchers with software *|s It necessary for user consent?
* Deploy soitware to citizens *Proper level of risk with respect to DoS?

* Co-opt existing deployed software

*Ethical Issues of network channel measurement
 Risk: Participation in the experiment is unlikely to be by prior consent
» Mitigation: Minimize the rate of packets

*Ethical Issues of client-side measurement
* Risk: Users involved in the measurement may also be subject to scrutiny. (higher risk — interest)
* Mitigation: Evaluate “risk score” and restrict research to "'medium” regions
* Freedom on the Internet; Economist Democracy Index; Travel Advisory
*e.g., US->Low risk, Pakistan->Medium risk, Syria->High risk



Learn From Published Big4 Papers

How to write Ethics Considerations In an academic paper?
« To facilitate the judgement of reviewers on whether it is compliant with ethical standards

 To provide a sound reference for subsequent studies

IRB improved
paper

Topic

Internet Measurement

Censorship

Scam

Privacy
Mobile Security
Web Security
|OT Security

Year Oakland USENIX CCS NDSS
2020 10 19 3 7
2019 8 12 11 10

10 well-written (just in my opinion) Big4 papers

Conference

NDSS' 20

NDSS' 20
NDSS' 20
NDSS' 20
Usenix' 19
Usenix' 19
S&P'19
S&P'19
NDSS' 19
Usenix' 19

Paper

Withdrawing the BGP Re-Routing Curtain: Understanding the Security Impact of BGP
Poisoning via Real-World Measurements

On Using Application-Layer Middlebox Protocols for Peeking Behind NAT Gateways
Decentralized Control: A Case Study of Russia

Measuring the Deployment of Network Censorship Filters at Global Scale

The Art of The Scam: Demystifying Honeypots in Ethereum Smart Contracts

Users Really Do Answer Telephone Scams

Characterizing Pixel Tracking through the Lens of Disposable Email Services
Automatic Uncovering of Hidden Behaviors From Input Validation in Mobile Apps
TRANCO: A Research-Oriented Top Sites Ranking Hardened Against Manipulation
All Things Considered: An Analysis of loT Devices on Home Networks




RIPE ATLAS

S—— timers [44]. We highlight additional data on BGP
gl times in the related work under Section VII-D.

IV.  ETHICAL CONSIDERATIONS

Besides minimizing non-experimental traffic, we mini-
mized the impact our BGP advertisements had on the routers
Our BGP spmedmmn:vnls

also ranging from uur#ml.nnrerlqprahauu
mlnﬂgliglh]smcmﬂshmnmr
nmﬂymmvalﬁnpﬂmpnmnﬂ
dmmgmllnpenhnn[l]mupdlm were withdrawn at

behavior on the live Internet. As a result, we took several
steps to ensure that our experiments did not result in the mmmmmmmm
traffic and were ethically In BGP updates conformed to the BGP RFC and were not
H our conform with the Menlo malformed in any way.
Report [11] and the policies of our infrastructure
f operators. To that end, we first engaged The largest operators our
T with the community leveraged their expertise measuring the of long paths on the Internet,
§ our we designed experiments described earlier in Section VI-B. Several historical incidents,
to have impact. routers and the normal network mmmubly:besupmNﬂincidem[ﬁ],hlvedﬂnmwmd

instability in BGPspelm this point were
emanuﬁmopmmonmeNANDGmmngun’m
several months before our

A. Experimental Design and Data Collection

We explore the properties of altemative return paths by
enumerating the paths a poisoning AS can move a remote

that 7% (695) of the autonomous systems they investigated
with the help of Luminati were evidently behind middleboxes.
Unfortunately, we could not find a publicly available data set
for this study, nor did the authors respond to our contact
attempts. As a result, we could not verify what percentage
of these are proxies. Earlier in 2019, Mi et al. [49] analyzed
residential proxies provided by actors like Luminati, where
they also used the same mechanism we introduced in this paper
to fingerprint proxy hosts by accessing the localhost.

AS onto via return path steering. Our set of poisoning ASes VI. DISCUSSION AND LIMITATIONS

consisted of all ASes hostmg a PEER]N(J ruuler plus lhc

university AS. When the

will only steer one remote/steered AS at a time, where |hc
remote AS is at least two AS-level hops away from the
poisoning AS. This is critical to what we want to measure
for security purposes, In this component of our study, we do
not intend to measure new policies or congestion directly, as
this has been done in prior work by Anwar et al. [1] which
used multiple poisoning ASes from PEERING to steer the
same set of remote ASes. However, Anwar et al’s algorithm
is fundamentally similar to ours. We use all available and
responsive RIPE Atlas probes in unique ASes as steered AS
targets. We collect BGP updates during the process in order
to ensure our routes propagate and no disruption occurs. In

appeared experiments

about instability in routers as a result of the adver-
hmmmnfummmoflmm As a result, all
conformed to the filiering

Fig. 3
ing CAIDA's BGPStream, RIPE Au.u PEERING, 4 university AS,
RouteViews, and RIPE RIS

ing long paths
pnhunnfmrnulbﬂppmvlﬂmln&:nxufmﬁ
limited our i to 15

experiments,
hups mdfnrﬂnnnivmhy our upstream

total, we our return path enumeration experiment
for 1,888 individual remote ASes, or slightly more than 3%
of the IPv4 ASes that participate in BGP [2]. We present the
algorithm for the experiment below. The recursive function
SteerPaths builds a poison mapping. This data structure maps
the poisoned ASes required to reach a steered path. For all
1,888 instances, we capture the ASes and IPs of the onglnal

and all new padu latencies at every hop, geograpl

locations, the set of poisoned ASes need to steer onto mh
successive path, and other relevant path metadata. This dataset
will be made public upon acceptance. Our poisoning algorithm

also not biasing our results. In addition to the providers (two large
operator, we worked with in the United States) limited
Poisoned advertisements are in the following format, which g 1750 and- Columbia- throughout our study’s design and - m ad m. 255 toral ASes. These I
provides neighbor validation for the first AS and ROV for the  iyeqytion, PEERING operators have a large amount of collec: forced with filters both in the E b nndﬂm
last. This setup mirrors existing usage of AS-path tive running active on the Internet, the der.
for traffic engineering use cases. siiehage 10 build :‘ """‘:’i': 50 mingte addldon, such experiments were
Significant care was taken to norify various groups of our in an effort to allow operators to contact us in the case of any
activities. the PEERING ethics policy, instability resulting from our experiments.

{ ASoriginy ASavi; ASava;.--

Finally, we monitor our BGP
from all 37 BGP update collectors available from CAIDA's  #-emails:

were i
BGPSweam [42]. These collectors live physically within asked to opt-out. For each email received, we responded

RouteViews [47] and RIPE NCC's network [46].

Data-Plane Infrastructure: We utilize RIPE Adlas [45] to
measure data-plane reactions to poison announcements. In

total, we were able to conduct traceroutes across 10% of Minimizing Experimental 3

the ASes on the Internet and 92% of the countries around conducted on a per-prefix basis. Meaning that advertisements
the world. We leverage RIPE Atlas’s mapping of IPs to  for a particular prefix will ing of
ASNs for discovering the AS-level path. For the path steering  bound: for hosts in that prefix, The  prefixes used  for
ing, we only use 1 probe per experimental BGP advertisements were allocated either by

using BGP
AS, since we care about measuring new AS-level return paths,

not router-level paths. We attempted to use every AS within the  ducting these tests. Outside

V. FEASIBILITY OF STEERING RETURN PATHS

Our first set of experiments explore the degree to which a
poisoning AS can, in practice rather than simulation, change
the best path an arbitrary remote AS uses to reach the
poisoning AS. We call this rerouting behavior return path
steering. Many security-related reasons for an AS to utilize
return path steering focus on finding paths which avoid specific
data ASes. As a consequence, we are interested in more than simply
ol if an AS can steer returns paths. We are interested in the

diversity of paths available to a poisoning AS, the graph-
theoretic characteristics of new usable paths, and to

is. 10 be

BGP updates have

when we see RIPE Atlas switch
the path it is using to the poisoning AS. We infer that this
sudden switch in path shortly after we confirm our poisoned
d is due to the poisoning itself.

A. Ethical Considerations

Considering that we are studying live systems on the
hmel.weaimmpmvem(ornleanmininﬂn)mypmﬁal
harm on the bytvmdmgchlngpsmunse

i ipl
ﬁrmmpbbeuwwmﬁsvumhhm
Fnﬂofall,weuultumndarﬂ-cmfmmngmgﬁmc—

Algorithm: Recursive path steering algorithm

1 recursive function SteerPaths
(arc, dest, next Poison, current Poisons, mapping)

Input: poisoning AS src, steered AS dest, next poisoned AS
nextPoison, current poisons currentPoisons,
poisonMapping mapping

current Path = sre.pathTo(dest)

poisan Depth = current Path.indez f (next Poison)

previousHaop = current Pathlpoison Depth — 1]

fest

where such return paths play into security systems. In this

Atlas infrastructure as long as the probe was responsive and traceroutes, no other hosts resided these TP prefixes. section we both quantify the number of p_ouemiul return paths
stable. We tried all probes available, but only 10% of ASes No traffic other than traceroutes executed as part of our we can steer a remote AS onto and dive deeply into the
could be covered with responsive Atlas probes. While a system were re-routed. This includes traffic for other TP properties of these alternative paths. This analysis includes

such as PlanetLab may also have been useful, PlanctLab has  prefixes owned by the poisoning AS and any traffic to or from
ASes.

significantly smaller AS coverage compared to Atlas.

Timing Considerations: To ensure that our advertisements on
hav

the I-planc have by the time of  potentially

traceroutes, our experiments wait at least 2 minutes between steer routes onto. Since the only traffic that was re-routed as a

quantifying me dwemty of transit ASes along those alternative
paths, gl and i d mini; cuts of
the topology based on AS pmpemcs. and exploring latency
differences between alternative paths. We also attempt to
reproduce past security research and build statistical models

measurements after cach BGP advertisement, and in some  result of the experiments was traceroute traffic bound for our that represent how successfully an AS can conduct return path
cases 10 minutes if conducted via PEERING infrastructure. own host, this added traffic load was exceptionally low. The steering.

These wait times help prevent flap 1621, by did not exceed 1

[43) and ensure i of i route i Kbps at peak.

2
3
5 newPoisons = current Poisons + nertPoison
.
7
s

current Path = sve.pathTo(dest)
 mapping put(new Poisons, current Path)
10 if currentPath == {l then
n | disconnected = true:
12 end
13 newPrevHop = current Path[poison Depth — 1]
ia if ldisconnected &k newPrevHop == previous Hop then
1 ‘ ‘Steer Paths{src, dest, current Path poison Dept],

new Poisons, mapping);

17 end

18 dest.poison(current Poisans)

15 poisonindex = currentPath.indezO f(nextPoison)

0 if currentPathpoison Depth + 1] == dest then

n Steer Paths(sre, dest, current Path[poison Depth +
‘ 1), eurrent Poisons, mapping);

2 end

The
server we used for scanning also hosts a website explaining
our scanning activities as well as our contact information
for exclusion from future scans. Considering the amount of
network scanning traffic on the regular HTTP port 80, we are
not able to quantify how many visitors arrived to our page due
to our scanning activities.

The reverse DNS record of the scanning host was set
to indicate its use for research purposes. the
whois information for its IP address contained our abuse e-
mail address, which received mostly automated mails noting
dutourmhnvebeendeoecwd.Wepmmpﬂyresponﬂedw
these e-mails ing for i
beblncked.]nmeend,mﬂynsingeimndmlmpmdedm
our inquiries asking for the networks to be excluded from our
scan, which was promptly done.

Before conducting Internet-wide scans, we tested our scan-
nmg!ysmmeh:dmgmembesweuud.mlym
our that

Mymmmmgmymxpwmdudeeﬂ'm The list of
proxy software used in our laboratory setup can be found in

3 ists. gt 195871 7search_string:

#195871

Table V on page 10. For UPnP tests, we deployed a widely

used miniupnpd [8] and Linux-| IGD[ZGJ the former being used
as a sole PCP impl tested. We all the
software (where neceﬁwy)mben permissive as possible to
vaﬁfynurapprmh

proxy protocols, we limit our actions to and,
mmmnf]-l’['[‘l’ performing single requests. In order to obtain
evidence of we had to target some non-
routable addresses. We chose two target addresses
(localhost and “192.168.0.17) that were likely to provide us
the confirmation without really trying to access any networked
devices behind the target host. Our scanning approach in this
case is similar to the approach taken by Mi et al. [49].

All collected data is stored on secured servers, and only
authorized persons have access to this data. We did not collect
any kind of personal data; our university does not require an
IRB approval for this type of network scans.

B. Potential Remediations

As UPnP is not designed to be accessible over the Internet,
the mitigation would be patching these vulnerable devices.
However, considering that UPnP/SSDP has been misused for
amplification attacks for years, it is doubtful that the manufac-
turers are going to provide fixes for these CPE devices. There-
fore, the current recommendation and industry best practice is
to filter the discovery port 1900 (e.g., [28], [13], [6], [14]). Due
to the large number of ports for SOAP endpoints, blocking
them is not feasible without negative impact on regular use
cases. Therefore, patching or replacing vulnerable devices is
the only remedy in the long term. For Internet proxies, it is
necessary to implement access controls to disable accesses on
unwanted networks.

C. Limitations

Besides the protocols discussed in this paper, there are also
other protocols for relaying traffic which could be susceptible
for misuse. One example are Traversal Using Relay NAT
(TURN) relays, which are mainly used for VoIP and WebRTC
when no direct peer-to-peer connectivity is available. Case in
point, it was recently reported that Cisco’s Meeting Server
acting as a TURN gateway is vulnerable for arbitrary TCP
relaying [5). However, based on our brief investigation, their
population seems to be restricted to service providers and
access to these servers requires authentication, i.e., there is
no openly accessible TURN server population in the same
sense as for proxies, so we omitted their analysis in this paper.
For Internet proxies, there is also a recent IETF draft for a
non-backwards compatible SOCKS6 [53] aimed for today’s
protocol designs (e.g., extendability and reduction of initial
round trips) with no public implementations yet.

VII. CONCLUSION

While Internet-wide scans have been used to understand
the Internet in general, a number of hosts remain invisible
to these scans due to their location behind NAT gateways.
In this work, we investigated a number of application-layer
middlebox protocols which an attacker could use to scan such
hosts and networks. For example, we showed how Internet
Gateway Device (IGD) of the UPnP protocol stack could be
misused to access internal networks which would otherwise

Remote censorship measurements such as Quack and Hy-
pemuackuunﬁ;ndnmenmﬂydnﬂ‘mnppmachmﬂdoum

Canonical Template (CT)

mm:lantyquuacklndHypﬂqun:k,wsfnlluwﬂmﬁhlul
et al. and only use or-
gnnmwmluwmsommugepmnrs We explain our
vantage point selection process in detail in Section I1I-A.

While we cannot completely exclude the possibility that
our organizational vantage points will be somehow penalized,
we took several steps to reduce the potential risk. Because
IRB considers remote measurement studies outside of their
purviaw(lﬂﬂ:ﬂ:ﬁndi:ndidnminmlvehnmmmbjumm'

their personally identifiable data), we discussed the study’s
design with internal and external colleagues in our community.

mmmlmmnemdmgimmmnlms)
servers. Because these administrators are likely to have more
skills and resources to understand the traffic sent to their
servers, the risk posed to them by these methods is lower than
the risk posed to end users.

Moreover, we make it easy for anyone investigating our
measurement machine’s TP addresses to determine that our ex-
changed traffic is part of a measurement research experiment.
We set up WHOIS records and a web page served from port
80, all indicating that the measurement machine was part of an
Internet measurement research project based at our university.
Over months of running measurements, we only received a
handful of inquiries, and none indicated our probes caused
technical or legal problems.

We also follow the best practices set forth by the ZMap
umlm:mentlystnn[l?]mdhmjtﬂmnknwhldlw:
conduct using i servers. To minimi:
the burden on servers we spread our measurements over many
servers within a country, make a single request at a time, add
delays between requests, and use a round-robin schedule to
maximize the time between trials involving the same server.
We use a fresh TCP connection for each request to minimize
interference between requests. We also run our HTTP and
HTTPS tests at different times so that servers used for both
HTTP and HTTPS measurements do not receive simultane-
ous requests. On average, our probes caused servers behind
filter deployments to trigger the filter 99 times a day, and a
maximum of 240 times a day. As a point of comparison, two-
thirds of Top Million sites cause requests to Google servers,
and one-third to Facebook servers, so filters that block these
large companies will be triggered more frequently by everyday
browsing.

We conducted an additional check of running NMap on
the Echo servers in the countries labeled as “Not Free' by
the Freedom House “Freedom on the Net Report” [26] and
nchldadsmwhme]abelsleﬁdmhalmwhathrm

our that we are not
usmgmdmﬁa]vmmpommmeumm

A. Data Collection

The data collection phase aims to collect an extensive
and diverse set of disrupted application-layer data—which
most likely contains many blockpages from different filters.
‘We achieved this by combining Quack, QONI and our new

Ethical Server

Sensilive Domain

Output states

Fig. 4: HyperQuack pipeline: Given server, initial benign
(sub)domains, and domain inputs, Hyperquack generates a canonical
template CT, and then performs a set of trials, denoted get_t, to
classify the test inio possible output states. ©

Step 1. Generating 7.3 Ethical Considerations

In general, honeypots have two participants, the creator of
the honeypot, and the user whose funds are trapped by the
honeypot. However, the ethical intentions of both partici-
pants are not always clear. For instance, a honeypot creator
might deploy a honeypot with the intention to scam users and
make profit. In this case we clearly have a malicious inten-
tion. However, one could also argue that a honeypot creator
is just attempting to punish users that behave maliciously.
Similarly, the intentions of a honeypot user can either be ma- loved on the blockchain. [11]
licious or benign. For example, if a user tries to intention-
ally exploit a reentrancy vulnerability, then he or she needs
to be knowledgable and mischievous enough to prepare and
attempt the attack, and thus clearly showing malici
haviour. However, if we take the example of an uninitialised
I R R S e D Bl R L HBHe ilable for Ethereum or Hyperledger [16]. (13, 14] pro-
might have the case of a benign user who loses his funds
under the assumption that he or she is participating in a fair

depends on the case at hand. Nevertheless, we are aware that

bilities in smart contracts [15] and in combination with sym-
bolic execution to discover issues related to the ordering of
events or function calls [17]. However, fuzzing often fails
to create inputs to enter specific execution paths and there-
fore might ignore them [40]. Static analysis has been used
to find security [7, 39, 37] and gas-focused [11] vulnerabili-
ties in smart contracts. [7] requires manual interaction, whlle
[39] requires both the ition of and
patterns. [37] requires Solidity code and therefore cannot
be used to analyse the large majority of the smart contracts
P! gas-
related issues which is not necessary for the purpose of this
work. In order to use formal verification, smart contracts
can, to some extent, be translated from source code or byte-
code into F* [5, 12] where the verification can more easily be
performed. Other work operates on high-level source code

be-

pose a formal definition of the EVM, that is extended in [1]
towards more automated smart contract verification and the
cons|derauon of gas. Formal verification often requires (in-

ions into other or manual user
interaction (e.g.: [30]). Both of these reasons make formal

from other

our gy may serve

to protect

verification unsuitable to be used on a large number of con-

measurement system Hyperquack. While OONI data is public,
we ran Quack following the exact measurement method and
code described in [56] to collect data and detect disruption.
The rest of this section describes the technical details about
our new remote measurement technique, Hyperquack. 8 Related Work
Hyperquack Vantage Point Selection There are more
than 50 million acuve HTTP(S) web servers around the world
with hetero istics ranging from i
CDNs to personal sites operated by individuals. We select
servers from this pool with a focus on two properties: Location
Diversiry and Ethical Soundness.

Location Diversity: Our desire for location diversity is a
within the blockch

HONEYBADGER, we hope to raise the awareness of honey-
pots and save benign users from potential financial losses.

Honeypots are a new type of fraud that combine security is-
sues with scams. They either rely on the blockchain itself or
on related services such as Etherscan. With growing interest
within the blockchain community, they have been di
online [31, 32, 33] and collected within public user reposito-
ries [22, 45]. quds and security |s<ue< are nothing new

However, with tracts, as it is required in this work.

Symbolic execution has been used on smart contracts to
detect common [28, 25, 21, 38] vulnerabilities. This tech-
nique also allows to find specific kinds of misbehaving con-
tracts [27]. It can further provide values that can serve to gen-
erate automated exploits that trigger vulnerabilities [18]. The
same technique is used in this paper. Symbolic execution has
the advantage of being capable to reason about all possible
execution paths and states in a smart contract. This allows
q for the i ion of precise heuristics while achieving
a low false positive rate. Another advantage is that symbolic
execution can be applied directly to bytecode, thus making it
well suited for our purpose of analysing more than 2 million

have been

property of the path as much as the remote vantage points.
There are two important considerations on why the location
of a server itself is not sufficient for our understanding of
behavior. First, a subset of servers, including major CDNs,
make use of anycasting. Anycasting describes the situation
where an IP address is resolved to multiple physical hosts
in different locations based upon the location of the client
requesting content from the server [9]. This means that while
the IP address may have a point of presence in a desired
network, the from our machine will
not always be directed to that server. Second, servers may
change their responses or behave differently based upon the
location of a client. This means that we need to interact with
servers from a single measurement machine to ensure that the
behavior we observe is consistent across measurements.

used for money laundering [24] and been the target of several
scams [42], including mining scams, wallet scams and Ponzi
schemes, which are further discussed in [4, 43]. In particu-
lar, smart contracts have been shown to contain security is-
sues [2]. Although not performed directly on the blockchain,
exchanges have also been the target of fraud [23].

Several different methods have been proposed to discover
fraud as well as security issues. Manual analysis is per-
formed on publicly available source code to detect Ponzi
schemes [3]. [49] introduces ERAYS, a tool that aims to
produce easy to analyse pseudocode from bytecode where
the source code is not available. However, manual analysis

is particularly laborious, especially considering the number
Ethical Soundness: Aligned with the ethical considerations of on the blockchai

smart contracts for which source code is largely not avail-
able. The disadvantage is the large number of possible paths
that need to be analysed. However, in the case of smart
contracts this is not an issue, as most are not very complex
and very short. Moreover, smart contract bytecode cannot
grow arbitrarily large due to the gas limit enforced by the
Ethereum blockchain.

To the best of the authors’ knowledge, this paper is the first
to consider and discuss honeypot smart contracts, a new !ypc
of fraud, and to propose a y as well as an
tool using symboli for their d

9 Conclusion

discussed in Section III and the ethical approach of [44], [56],
we need to only use servers known to be erganizational.

To address both we use the
for identifying organizational servers: Using the oﬁicml list

used to detect Ponzi schemes [8] and to find vulnerabilities
[36]. The latter relies on [27] to obtain a ground truth of
vulnerable smart contracts for training their model. Fuzzing eypot and i a
techniques have been employed to detect security vulnera- i i

learning has been

In this work, we investigated an emerging new type of fraud
in Ethereum honeypots. We presented a (axonomy of hon-
h gy that uses
and heuristics for the d detec-

tools have their own methods to label a domain as being

“manipulated” or “blocked”. Satellite creates an array of five

metrics to compare the resolved TP against: Matching TP,
Matching HTTP content hash, Matching TLS cenificate, ASN,
and AS Name. If a response fails all of the control metrics, it
is classified as blocked. Quack first makes an HTTP-look-
alike request to port 7 of the Echo server with a benign
domain (example.com). If the vantage point correctly echoes
the request back, Quack then requests a sensitive domain. Quack
makes up to four retries of this request in case none of the
requests are successfully echoed back. If the vantage point
fails for all 4 requests, Quack tries requesting a benign domain

consent from the volunteers, who were recruited from a tech-
savvy population already involved with activist groups that
advocate for Internet freedom.

We obtained our VPSes from commercial VPS platforms,

to any more risk than they would already incur in the course
of operating a VPS service.

Our remote measurements seek only vantage points that
mnmmedorupunedbyendummdmpmo{

again to check whether the server is still ding correctly.
If so, the failure to echo back the sensitive domain is attributed
to censorship.

IV. ETHICAL CONSIDERATIONS

C hi studies involving active network
" hical S M

studies, including ours, aim to trigger

censors from various vantage points which might cause risk of
retribution from local authorities. Aiming to set a high ethical
standard, we carefully designed our experiments to follow or
uneedvhebeﬁpncﬁcesdescﬂbedln:hebe]nnm[il]md

l or ISP i As in the case of our VPSes
and residential probes, there is a possibility that we place the
operators of these remote vantage points at risk. Again, there
is no documented case of such an operator being implicated in
a crime due to any remote Internet measurement research, but
wenmmhglmfnl]awheslmmmmmmhypnm:al
risk. From the list of all available open DNS resolvers in Russia,
we identify those that appear to be authoritative nameservers
for any domain by performing a reverse DNS PTR lookup
uudwlyseleadmautuolvmwbmembeguwiﬂlm

Menlo [16] reports. Before initiating any of
w:mnmllndmﬂlmlruniwmity’sm whndemrmmﬂilhntwe

Mmmdynndshnpdmdmmﬂmmmﬂhndlﬂmmﬂll
year of i activists
within Russia, with colleagues expeﬁemed in censorship
and measurement research, and with our university’s General
Counsel.

Gﬂningbmkgmmdundmndingofﬂnluw:u{the
country is imperative to d ical Prior
wmwngmmua.w:mvmmﬂahmﬂmhadbmmvely

in open-source projects such as OONI and Tor, and
had traveled outside of Russia to present details about Russian
censorship in international forums. Their guidance was essential
for us to ensure we were aware of Russian law and policy
regarding accessing censored content. These collaborators
facilitated renting VPSes and running measurement from the
residential probes.

Qur direct measurements involve sending requests for

control these vantage points. We consulted with our activist
collaborators, who assured us that even if the anonymized
vantage points, data centers, or ISPs are discovered, there has
never been any punitive action on the part of the Russian

measurements performed and data collected and seeks explicit
approval. Before our activist collaborators asked participants
to run measurements from residential probes, they used our
consent form and drafted an email in Russian to solicit explicit

an end-user to access blocked content. Moreover, we initiate
the TCP connection and send the sensitive requests, and there
is no communication with the actual server where the sensitive
domain is hosted. We also set up reverse DNS records, WHOIS
tecotds.mdawebpngpaervedfmmpmlwmmmme

in the Wwe use to run
mmnngﬂmmrhomwmpmnfmlnmnummmm
research project.

We also follow the principle of good Internet citizenship
mdredmelmdem mmemmgepuinubymehnﬂﬂng

closing TCP
onlymemmnemmmOurZMApandZGmbum
d by

Dumntnc et al. [17], [191.

V. DATA CHARACTERIZATION

The most recent sample of RUBL contains 132,798 unique
domains and 324,695 unique IP addresses. It also contains
a list of 39 subnets ranging from /24s to /16s. This section
characterizes both the full RUBL blocklist and the final filtered
list obtained after running control measurements described in
Section III-B.

A. IPs and Subnets

As mentioned in Section III, we examined the responsive-
ness of the IPs on the blocklist. Only 121,025 IPs on the
blocklist (37.3%) were reachable from our controls. Our control
measurements were highly concordant; over 99% of IPs that
were reachable at some control vantage point were reachable
at all control vantage points. The low rate of responsiveness
(37.3%) might be the artifact of our measurement, as these IPs
might be alive but not responding on port 80, such as proxies
configured on custom ports.

e
RGO an 4s072 7M1

(a) All experiments except experiment E9

03297048134 an 480727081

(b) Experiment E9 with caller name displayed

Figure 2: Incoming call screen of different experiments.

consisted of two questions: (1) a survey question that asked
whether the recipient was convinced by the scam (transcript
in Appendix D.1) and, depending on how they responded, (2)
asked what factor convinced them of the scam (Appendix D.2)
or convinced them not to believe the scam (Appendix D.3).
We recorded the participant’s voice recording for the second
question. After the second survey question, the autodialer sys-
tem plays an ending message stating the researcher’s contact
information (transcript in Appendix ).

In summary, during each step of the procedure, the autodi-
aler was configured to collect the following inputs from the

q

once throughout the entire study duration (to minimize the
disruption).
Befmpmeeedmgwnhthemdy wealxoworkedwnh
ity’s IT y group to provide them with in-
fmﬂonthmwomdhelpmnl!mmtheconoemsofmt
participants. This IT security group at ASU is responsible
for the security of all aspects of the university. We shared
with the security group the experiment contact list, the exper-
imental design, and the incoming phone numbers (that we
used to send the calls) so that the help desk personnel could
bemparedwhmdleanylequeslsnndmpom In this way,

recipient: Continued, Entered SSN, Convinced, Unconvi B,
and Recording.

3.5 Ethics

These experiments were a deceptive study on involuntary
participants, and therefore we deeply considered the ethical
issues. To address the ethical issues inherent in our experi-
ments, we carefully designed the experiments and worked
with our university’s IRB, to not simply obtain approval but
to conduct the study minimizing harm. This is imp be-

ourp who reported the scam calls to IT would be
mmedﬁmnwaspanoiasmdy

hmomgmemﬂu.weﬂmsmwdommﬂly
and in d. with d IRB p ls. One of
themqorsafegwdsmthatwedldmrecordtheSoclal
Security number. While a spammer would typically want the
Social Security number, all that we record is the fact that
they pressed any digit. In fact, we did not even ask for the
full Social Security number, and we performed no analysis
to see if they provided nonsensical last four Social Security

cause, to have scientifically valid results, we could not obtain
informed consent (this would bias the results of the study) and
we must deceive the participants (they would need to believe
that the call was an actual scam call). Topmtectourpamm

pants, we i several in the exp
design.

The nature of this experi dyi hishi
attacks, mvolvesdecepunnaswellasmvnlmrypamc:pa—
tion. Both aspects are critical to receiving scientifically valid
results—informing the participants of the study would sig-
nificantly bias the results. However, the use of deception can
harm the recipients, by wasting their time, confusing them, or
leading them to believe they fell victim to a scam. Therefore,
our debriefing served to not only inform the participants of
the study, but to also educate recipients about the dangers of

bers. This has the drawback of d the validity of
our data—participants may have felt safe to input only the
last four of their Social Security number (when they would
not input the full number) or they input fake last four digits of
their Social Security number. Although these measures may
d:mmmhmesmyhofowdmwebeheveethmuamm
imp aspect of designing a teleph hishing study.

3.6 Dissemination

We ran the previously described procedure using the 10 de-
scribed experiments during a workweek in the late March of
2017, during core working hours of 10:00am-5:00pm each
day. We used an Internet-hosted autodialer’ to automate the
process of sending out the telephone calls to the 3,000 recipi-
ents. Each experiment’s calls were simultaneously distributed

telephone scams. In addition, we only called each

https://www.callfire.com/

TABLE I: The expiration time of disposable emails. We show
the expiration time claimed on the website and the actual
expiration time obtained through measurements.

Website Claimed Time  Actual Time (Min., Avg., Max.)
guerrillamail.com  *1 hour” 1, 1, 1 (hour)

mailinator.com “a few hours” 105, 12.6, 16.5 (hours)
temp-mail.org 25 mins” 3, 3, 3 (hours)

maildrop.ce “Dynamic” 1, 1, 1 (day)

mailnesia.com “Dynamic” 12.6, 12.8, 13.1 (days)
mailfall.com %25 mins” 30, 30, 30 (days)

mailsac.com “Dynamic” 19.9, 20.3, 20.7 (days)

Then, we send 25 emails in 5 batches (12 hours apart). In
the meantime, we have a script that constantly monitors each
inbox to record the message deletion time. In this way, we
obtain 25 s for each disposable email service.
As shown in Table I, disposable email services often
don’t delete emails as quickly as promised. For example,
mailfall.com claimed to delete emails in 25 minutes
but in actuality, held all the emails for 30 days. Similarly
temp-mail.org claimed to delete emails in 25 minutes but
kept the emails for 3 hours. This could be an implementation
error of the developers or a false advertisement by the service.
Many of the services claim that the expiration time is not fixed
(which depends on their available storage and email volume).
Based on Table I, we only need to apply the early-timeout for
temp-mail and guerrillamail to discard lower-ranked
usernames, using a timeout of 1 hour and 3 hours respectively.

B. Disposable Email Dataset

‘We applied the crawler to 7 disposable email services from
October 16, 2017 to January 16, 2018 for three months. In
total, we collected 2,332,544 email messages sent to mon-
itored email addresses. Our crawler is implemented using
Selenium [7] to control a headless browser to retrieve email
content. The detailed statistics are summarized in Table II.
For 5 of the disposable email services, we can cover all 10K
addresses and almost all of them have received at least one
email. For the other 2 email services with very a short expi-
ration time (temp-mail and guerrillamail), we focus
on an abbreviated version of the popular usernames list. The
number of emails per account has a highly skewed distribution.
About 48% of disposable email addresses received only one
email, and 5% of popular addresses received more than 100
emails each.

Each email message is characterized by an email title, email
body, receiver address (disposable email address), and sender
address. As shown in Table II, not all emails contain all the
fields. 4 of the 7 disposable email services do not always
keep the sender email addresses. Sometimes the disposable
email services would intentionally or accidentally drop sender
addresses. In addition, spam messages often omit the sender
address in the first place. In total, there are 1,290,073 emails
(55%) containing a sender address (with a total of 452,220
unique sender addresses). These sender addresses correspond
to 210,373 unique sender domain names. From the email body,
we extracted 13,396,757 URLs (1,031,580 unique URLs after
removing URL parameters).

TABLE II: Statistics of the collected datasets.

—Dispos.  Unig, Sonder Wogs w7
Website #Emails TR s (Domain)  Sender Address
T TT R — o e LTy
mailinaor 657,634 10,000 27,740 (16,342) 55611 (8%)
temp-mail 198,041 5,758 1,748 (1,425) 13,846 (7%)
maildrop 150,641 9992 786 (613) 3950 (3%)
mailnesia 106,850 9983 1,738 (686) 4957 (5%)
mailfall 75119 973 3130 (288) 75,164 (100%)
mailsac 45324 9981 11469 (8019) 45315 (100%)
Total 7330500 56580 A52.220 (210573) 1290073 (55%)

Biases of the Dataset. This dataset provides a rare
opportunity to study disposable email services and email
tracking. However, given the data collection method, the
dataset inevitably suffers from biases. We want to clarify these
biases upfront to provide a more accurate interpretation of the
analysis results later. First, our dataset only covers the user-
specified addresses but not the randomly-assigned addresses.
Second, our data collection is complete with respect to the
popular email addresses we monitored, but is incomplete with
respect to all the available addresses. As such, any “volume”
metrics can only serve as a lower bound. Third, we don’t claim
the email dataset is a representative sample of a “personal
inbox”. Intuitively, users (in theory) would use disposable
email addresses differently relative to their personal email
addresses. Instead, we argue the unique value of this dataset
is that it covers a wide range of online services that act as the
email senders. The data allows us to empirically study email
tracking from the perspective of online services (instead of
the perspective of email users). It has been extremely difficult
(both technically and ethically) for researchers to access and
analyze the email messages in users’ personal inboxes. Our
dataset, obtained from public email gateways, allows us to
take a first step measuring the email tracking ecosystem.
C. Ethical Considerations and IRB

We are aware of the sensitivity of the dataset and have
taken active steps to ensure research ethics: (1) We worked
closely with IRB to design the study. Our study was reviewed
bleB nndmeelvednnmmpuun (V3] Ourdamcollec‘uun

d following a prior h study on
dxspoub]eSMS servwe.s [41]. Llhpunou.smseamhﬂs we
carefully have lled the g rate to minimize the

mpactnnﬂmrespecnvewmes.henmple,wemfmvea
I-second break between queries and explicitly use a single-
thread crawler for each service. (3) All the messages sent
to the gateways are publicly available to any Internet users.
Users are typically informed that other users can also view the
emails sent to these addresses. (4)Welmve:pen1extensive
efforts on detecting and g PII and p I emails
Emmnurdmset(dem]sinﬂ\h\) (S)Aﬁerdmuollecuon,
we made extra efforts to reach out to users and offer users
the opportunity to opt out. More specifically, we send out
an email to each of the disposable email addresses in our
dataset, to inform users of our research activity. We explained
the purpose of our research and offered the opportunity for
users to withdraw their data. So far, we did not receive
any data withdraw request. (6) Throughout our analysis, we

Defending against our Secret-uncovering Analysis. We
have demonstrated that with INPUTSCOPE a variety of app
secrets can be discovered. In certain cases, there may be a
need to protect these secrets against our analysis. For instance,
an app may consider its blacklist a secret, and developers
cannot use the trusted server or TrustZone to perform the input
validations, e.g., client-side blacklist filtering is inevitable in
time-sensitive services such as live-streaming media. To defeat
our analysis, there could be a number of possible avenues.
For instance, an app can use obfuscation, or implement secret
input validation in the native code, or dynamically load the
secrets from remote servers to thwart our secret discovery.
However, we note that many of these countermeasures could
themselves be bypassed with additional implementation effort.

D. Ethics and Responsible Disclosure

‘We have taken ethical considerations seriously in every step
of our research. First, we only validated the vulnerabilities on
our own accounts and our own smartphones (during our deep
case studies), and we never try to compromise other users’
accounts and smartphones. Second, we did not intentionally
manipulate or send forged requests to test the security mech-
anisms on the server-side.

The hidden functionality that INPUTSCOPE has identified
can have severe consequences to either app users or devel-
upas.nndﬂ:esaappsnoedmhepmhadbynppdevelopem
Themfme,wehwe pers for each
verified app to disclose our find Our discl process
includes two steps: first we used the contact information left
in the related market to ask for the correct contact information
to disclose vulnerabilities, and then we disclosed the details to
the correct security contact. For those vulnerable apps that
have not yet been patched at the time of this writing, we
redacted their package names as well as their secret values
\mththesymbnl“*"" mmdumavmdnegnnveunpacls(gg.

from discl of adverti
keys). We will continue to engage with the app developers to
offer help with our best efforts.

VII. RELATED WORK

Static Taint Analysis. Our approach is based on static analysis
to detect the user input validation behaviors within a given
mobile app by tracking the user input data flows and their
related operations. In the past several years, there have been
many efforts that use static analysis for vulnerability discovery
by tracking sensitive data flows in mobile apps. For instance,
Flowdroid [7] and Amandroid [38] are generic approaches
to track security-related data flows. WARDroid [27], Ex-
tractocol [16], and SmartGen [45] focus more on the data
flow related to network communications. PlayDrone [36] and
LeakScope [46] extract hard-coded secret keys that are used
by apps to retrieve cloud-based services. Inspired by this work,
INPUTSCOPE tracks only local user input through Edit Text
to solve our particularly targeted problem.

Input Validation. Input validation has been well studied in the
literature. However, previous studies either focus on the web
applications [4], [9]. [10], [17], [25], [28], [29], [35], [37].
including XSS and SQL injection, or primarily target security
issues on the server-side (e.g., [5], [48]). For Android mobile

apps, recently WARDroid [27] analyzed issues caused by
both the client-side and the server-side. There are also efforts
focusing on input validation in Android system services [13],
[41], [42], or IoT apps for vulnerability discovery [15], [47].
Different from these works, our study intends to recognize
hidden behaviors (or secrets) unknown to normal users in

Android mobile apps.

In addition, there is also a body of research focusing on
how to generate inputs based on Ul information of the apps.
For example, AppsPlayground [31], SmartDroid [44], Dyn-
odroid [26], and SMV-Hunters [34] are capable of exploring
mobile app behaviors by recognizing UI elements and gener-
ating appropriate user input accordingly. However, this work
generates input dynamically. In our work, we leverage static
analysis and only focus on string related input generation.

User-input Analysis. There are also numerous works to detect
security issues related to user input in Android apps. For
instance, AsDroid [23] detects stealthy malicious behavior
by monitoring the differences between program behaviors
and the semantics inferred from the UI text, which includes
descriptions for user input. In addition, SUPOR [22] and
UlIPicker [30] both apply NLP techniques and supervised
classification to detect sensitive privacy data from user input.
Unlike leveraging UI text to detect malicious behaviors, our
work focus on user input in general to recognize its hidden
behaviors through carefully defined validation context that is
recovered from the code of mobile apps.

Malware Detection. Prior efforts also focus on finding hidden
malware behaviors. For example, TriggerScope [19], Intel-
liDroid [39], and [11] use symbolic execution to gener-
ate external input (e.g., GPS, messages) for malware de-
tection. Crowdroid [12], MAMA [32], DroidAPIMiner [3],
DREBIN [6], ICCDetector [40], DroidDetector [43], as well
as [8], [14], [20], [24], [33] use feature-based algorithms
to detect hidden malicious behaviors in Android apps that
effect the OS or servers. Unlike these works that extract their
features from system execution context (e.g., ICC, system
events, permissions), INPUTSCOPE intends to uncover hidden
behaviors are triggered by user input at the Java bytecode level
and our detection policy is built upon the execution context of
user input validation.

VIII. CONCLUSION

‘While input validation has been well studied in vulnerabil-
ity discovery, in this paper we have demonstrated that input
validation can also have another important application, namely
exposing input-triggered secrets such as backdoors (e.g., secret
access keys, master passwords, and secret privileged com-
mands) and blacklists of unwanted items (e.g., censorship
keywords, cyber-bulling expressions, and weak passwords). To
understand the severity of such input validations in mobile apps
at scale, we developed a tool, INPUTSCOPE, to automatically
detect both the execution context of user input validation
and the content involved in the validation to automatically
expose hidden functionality. We have tested INPUTSCOPE with
over 150,000 mobile apps and uncovered 12,706 mobile apps
containing backdoor secrets and 4,028 mobile apps containing
blacklist secrets.

Quantcast performs the check only once, the domain and the
website also do not need to be sustained. Merely registering for
tracking may even suffice to be ranked: over 2000 domains are
ranked but reported to have 0 visits, with over half registered
by DirectEmployers as discussed in Section I11-C.

2) Alternatives: Quantcast states that it also uses traffic data
from ‘ISPs and toolbar providers’ [64]. ISPs sell traffic data to
third parties [18], and Quantcast may be buying these services
to generate the number of page visits and therefore the rank
for non-quantified websites. However, we cannot determine
which ISPs may be used. As for extensions, we were unable to
discover any extensions reporting to a URL that was obviously
related to Quantcast.

Ethical considerations: Because our experiments may

have a large impact on the reputation of the rankings as well as
pomnuﬂ]ynﬂ’eclmmmes.wewnduﬂmeﬂuﬂlmwewof

VI. AN IMPROVED TOP WEBSITES RANKING

As we showed, the different methods used to generate
popularity rankings cause undesirable effects on their properties
that can potentially sway the results and conclusions of studies.
In addition, we showed that researchers are prone to ignore
or be unaware of these effects. We also proved that these
rankings show several pitfalls that leave them vulnerable to
large-scale manipulation, further reducing their reliability and
suitability to research. Nevertheless, popularity rankings remain
essential for large-scale empirical evaluations, so we propose
improvements to existing rankings as well as a new ranking
that has characteristics geared towards research.

A. Defending existing rankings against manipulation

Even though the methods for data collection and processing
of the existing lists are usually unknown, our experiments
suggest that their providers employ little defense against large-
scale lation. We outline techniques that the providers

our experimental methods. Such reviews have been ad

for by the academic community [58] and ensure that the
potential damage inflicted is minimized. We base this review
on the ethical principles outlined in the Menlo Report [24],
which serves as a guideline within the field of ICT research;
we apply the principle of beneficence in particular: identifying
potential benefits and harms, weighing them against each other
and minimizing the risk of inflicting harm.

B of their
larity rankings have an economic interest in these being accurate.
We show that these lists can be manipulated, negatively affecting
memmwedmuabﬂuyﬂmﬁndmgsmhmverof
lolhe iders: by ing the various tect and

our findi the providers b aware of the
pumnualﬂnents.maymkcwhonsmlhwmamdnsmdm
improve the correctness of their rankings.

We have disclosed our findings and proposals for p ial

I nature, the providers of popu-

could use to make these lists more resilient to attacks.

Detecting and deterring singular instances of fraud ensures
that all data used in ranking domains is deemed valid. Alexa
and Quantcast rely on the reporting of page visits; within the
realm of online advertising, techniques have been designed to
subvert click inflation [2], [16], [51]. As we saw that not all
attempts at manipulating Alexa’s ranking were successful, this
may imply that Alexa already employs some of these tactics.

To deter large-scale manipulation, ranking providers could
employ tactics that increase the effort and resources required
to affect many domains to prohibitive levels. This therefore
avoids significant influence on research results, even if these
tactics may not be sufficient to stop small-scale manipulation.

For a traffic reporting extension, the profile setup could
be tied to an account at an online service; while a normal
user can easily create one account, creating many accounts
in an d way can be d by techniques that try

mmmmefammuvmmngndeahstofmampuhmd
domains for them to remove from their datasets and past
and present rankings. Alexa and Majestic provided statements
regarding the value of their rankings and the (in)feasibility
of ipulation, but ial iderations prevent them
from elaborating on their methods. CismUmbnl]ncloaed
our issue without any and we ived

ﬁqunmwwLNomofwrmtdmmmwm(mmuvely)
removed from any rankings after our notification.

‘We minimize the impact of our experiments on third parties
bycm]yugmﬁcmﬂymampu]atmglhsranhngofou:uwn.
purposefully

quemnmbleneohmques&umzsalmconmedmemlamﬂm
of our experiment and contact details for affected parties. Our
low number of test domains means that only few domains will
see negligible shifts in ranking due to our experiments; e.g.
lhevulanhtyofAlenxhnhasaugmﬁcanﬂylm'gerlmme

L We
mdnmmsbﬂngmnkﬂmmpmmotharmchmmg
lhesnhsﬂmu]mmmm],weshﬂwadthatmgenmlmmy
more ranked domains are Our
mtesonlyhmmdhemgnmnwm..mwmtshsunsmgrmhngs
are unaffected.

to detect fake accounts [20]. In the case of Alexa, given its
ownership by Amazon, a natural choice would be to require
an Amazon account; in fact, a field for such an account ID is
available when registering the extension, but is not required.
This technique is not useful for tracking scripts, since no user
interaction can be requested, and fraud detection as discussed
earlier may be required. For providers that use both, the two
metrics can be compared to detect anomalies where only one
source reports significant traffic numbers, as we suspect such
manipulation is already happening for Alexa Certify.

Data could be filtered on the IP address from which it
originates. Ignoring requests from ranges belonging to cloud
providers or conversely requiring requests to come from ranges
known to belong to Internet service providers (e.g. through its
autonomous system) does not block a single user from reporting
their traffic. However, using many IP addresses concurrently
is prevented as these cannot be easily obtained within the
permitted ranges. This technique is particularly useful for
Umbrella’s list; for the other lists, using many IP addresses is
not strictly necessary for large-scale manipulation.

The relative difficulty of maliciously inserting links into
pages on many IP subnets already reduces the vulnerability
of link-based rankings to large-scale manipulation. Specific

Space devoted to discussions related to ethical issues

period. Of the 500,716 homes scanned by WiFi Inspector on
this day, 1,865 (0.37%) were found scanning on the network
telescope.

2.5 Internet-Wide Scanning

‘We further augment the WiFi Inspector data with data col-
lected from Internet-wide scans performed by Censys [16] to
understand whether the vulnerabilities present on gateways
(i.e., home routers) could be remotely exploitable. Similarly
to our network telescope data, we investigate the intersec-
tion between Censys and Avast data for a 24-hour period on
January 30, 2019 to control for potential DHCP churn. We
also check whether devices that accept weak credentials for
authentication present login interfaces on public IP addresses.
‘We discuss the results in Section 4.

2.6 Ethical Considerations

‘WiFi Inspector collects data from inside users” homes. To
ensure that this data is collected in line with user expecta-
tions, we only collect statistics about homes where the user
explicitly agreed to share data for research purposes. This
data sharing agreement is not hidden in a EULA, but out-
lined in simple English. We show the dialogue where users
acknowledge this in Figure 1. We note that this is an explicit
opt-out process. The data sharing agreement is the last mes-
sage shown to the user before the main menu, meaning users
do not need to wait and remember to turn off data collecti

COF Fraction Homes.
o
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Figure 2: Devices per Region—There is significant variance
in device usage across regions. The largest presence is in
North America, where homes have a median seven hosts.
Conversely, homes in South Asia have a median two hosts.
The number of devices per home starts at two as all homes
require at least one computer and one router to be included.

collected when explicitly necessary for the security function
of the product.

3 IoT in Homes

It is vital that the security community understands the types
of IoT devices that consumers install and their respective
regional distributions given their increasing security and pri-
vacy implications. In this section, we provide one of first
large-scale analyses of these devices based on scans from
15.5 M homes.

The of 10T devices varies by region. For example,

at a later time.

In order to keep up to date information on the devices
in a home, WiFi Inspector runs periodic, automated scans
of the local network. Automated scans do not perform any
Inerability testing or p: d weak checks; they only
identify devices through banners and MAC addresses. We
limit our analysis to homes where a user explicitly manually
initiated a network scan.

To protect user privacy and minimize risk to users, Avast
only shared aggregate data with our team. This data was
aggregated by device manufacturer, region, and device type.
The smallest region contained over 100,000 homes. We never
had access to data about individual homes or users; no person-
ally identifiable information was ever shared with us. Avast
did not collect any additional data for this work, nor did they
change the retention period of any raw data. No data beyond
the aggregates in this paper will be stored long term.
Internally, Avast adheres to a strict privacy policy: all data
is anonymized and no personally identifiable information is
ever shared with external researchers. All handling of WiFi
Inspector data satisfies personal data protection laws, such
as GDPR, and extends to data beyond its territorial scope
(i.e., outside of the European Union). Specific identifiers like
IP addresses are deleted in accordance with GDPR and only

while more than 70% of homes in North America have an
IoT device, fewer than 10% of homes in South Asia do (Fig-
ure 2). Media devices (i.e., smart TVs and streaming devices)
are the most common type of device in seven of the eleven
regions, in terms of both presence in homes (2.5%—42.8%)
and total number of devices (16.6%—59.0%). Four regions
differ: surveillance devices are most common in South and
Southeast Asia, while work appliances are most common in
East Asia and Sub-Saharan Africa. We show the most popular
devices in each region in Table 4.

Despite differences in IoT popularity across regions, there
are strong correlations between regions for the types of de-
vices that are popular.? In other words, the most popular types
of devices are similar across regions. Still, certain pairs of
regions differ. For example, homes in all Asian regions are
least similar to homes in North America. On the other hand,
homes in geographically similar regions (e.g., South Asia and
Southeastern Asia) are highly correlated, even when they dif-
fer from the global distribution. The fact that distinct regions

To quantify the preference for difference types of devices across regions,
we leverage a Spearman’s rank correlation test across each pairwise region,
taking the rank ordered list of device types for each region as input (Table 5)
Per Cohen’s guidelines, we find all regions rank ordered distributions are
strongly correlated (>0.7 coefficient) with p-values < 0.05 [11], indicating
little change in the rank order of device type distributions across regions.




Organization of Ethical Discussion Section

Poi_nt out the Our experiment involves taskl, task2,..., which may involve ethical questions Q1,
ISsues Q2 and Q3...
Principles: We followed reportl, paperl. We designed the experiment according to report2,
citations paper2.

» Although we cannot rule out the possibility of xxx risk, we have taken xxx
Mitigations steps to reduce the possible risk.

* We try to balance between the benefits and the potential harm caused by
We have done our our XXxxX...

best! * The nature of this experiment, studying xxX, involves xxx as inevitable ethical
ISSUES
Leloful third * |RB. Work closely with IRB to design the study. Consulted with IRB.
pparties » University’'s General Counsel. Consultations on specific legal issues.

» EXxperts and colleagues. Discuss how to design the experiment.
* University's IT security group, or other community responsible for security iIssues.



Key Points of Ethical Considerations

Please don't skip this

* We only collected xxx where the user expl
User Consent agreed to xxxx policy.

Give snapshot/citation * We've made user consent eye-catching, ———
clear and easy to understand. R

* Protect identifiers, e.qg., IP address, client-ID

Anonymization T |
 Remove sensitive information, e.g., PlIs Example of user consent snapshot

» All collected data Is stored on secured servers, and only
authorized persons have access to this data

* We keep the dataset strictly to ourselves.
* |nside the company, as intern......

Data Usage



Solutions to Improve My Project

Main ethical-related content of the modifications:
» Detalls of data collection process
 Detalls of user consent

 Removed research content that may disclose private
iInformation

« Steps taken to mitigate the potential harm

I

1. Access to data sets
2. Remove of sensitive data (PII)
3. Data usage & storage

Ethical discussion In Ethical discussion In

 More comprehensive ethical discussion
IMC’ 20 submission ACSAC’ 21 submission

Good Luck!



Unsolved Questions

* There are no IRBs Iin most of the domestic universities, except for medical departments.
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Unsolved Questions

IRB REVIEW PROCESS

Complete IRB

Request for Do t
Review

Submit Request © Receive IRB

er Review

Business Days > Full Board

IRB Decision is Required Prior to Contacting Participants or Collecting Data
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* Apply reviews from the IRB of co-authors’ universities

* Consult the legal department of the cooperating companies
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Unsolved Questions

» Lack of authoritative, systematic and practical guidance.

Standards Practice
)
How to "'= e
address?

Courses Workshops Handbooks



Summary

* We should get into the habit of considering and discussing
ethical Issues In our works.

*The best time to think about ethics Is before you start the
research, followed by now.

*There Is a lot of work to be done on ethics compliance for the
security community.
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